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JLAB:

* Experimental, computational, and theoretical
nuclear physics

e Continuous Electron Beam Accelerator Facility
(CEBAF)

12 GeV, 2 superconducting LINACs, 5.5 Passes,
4 Experimental Halls, CW duty factor
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Purpose

The purpose of recording system failure events, referred to as ‘System Downtime’
events, is:
* Gather statistics concerning system and equipment failures that can be
analyzed.
* From the analysis, better decisions can be made to allocate resources and
investigate changes in equipment maintenance, selection, or design.
* Upgrade components to improve individual systems availability, influencing
overall accelerator availability.

Make the machine run better.
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Beam Time and Failure Tracking

Beam Time Accounting is tracked for the accelerator program and
delivered beam time; CEBAF ‘Timesheet.”

System Downtime is tracked for any system failure(s) that impact the
scheduled accelerator program. Concurrent failures are tracked
simultaneously to monitor individual system health.

System Downtime

m Category

m System

glComponent

System Failure
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System Downtime - History

urentprecess Accelerator Operability: Tracking System
@ Downtime since 1998
M| eeseranosase - openni ety anness LI 0 Qperator entry form; static menus
* Data stored in an Oracle database
@ | .. _ | « Weekly, data was downloaded into Excel;
=D . Entries reviewed and correctly categorized

Lost Time Report Correct data saved
To Downtime Master

| facounting * Weekly “Lost Time Report” created and
& presented at scheduling meeting

Yy

e * Downtime Master Spreadsheet maintained
L with corrected downtime data
‘ Downtime Master Spreadsheet

Generate Lost Time

Entry # Down Date Up Date Restore Date Down Up Restore Sys. Down Recovery Total System Item Problem Description
1
Present report Histogram 3830 1607793 28-Apr11 28-Apr-11 28Apr-11_ 415 &4 a1 0.43 0 0.43 DC PWR Mismatch Arc 2 mismatch: Arc 2 mismatch, cycled stack and trims
3831 1621266 1-May-11 1-May-11 1-May-11  3:54 8:41 841 478 0 DC Overload Arc 5 Trips for 3rd time on DC overload: EES-DC rept
1-May-11 1-May-11 1-May-11 3115 347 34 0.53 0 DC Overioad Arc 5 Box Supply tripped on DC overload again: Sec
v 1-May-11 1-May-11 1-May-11  2:32 3.03 3:03 0.52 0 DC Overload Arc 5 Box Supply trip on DC Overload: Reset trip, afte
B ) 29-Apr-11  29-Apr-11 29-Apr-11 10:56 1143 11:43 0.78 0 No Problem Found Spot move
r . 3 28-Apr-11  28-Apr-11 28-Apr-11 1822 2012 20:12 1.83 0 BLM Loss 1C12 BLM trip investigation: 18:58... Steering looks go
26-Apr-11 26-Apr-11 26-Apr-11 19:4 20:42 20:50 093 0.13 Gradient Loop Error BCM trips caused by unstable RF cavity: RAT and RF
» 26-Apr-11 26-Apr-11 26-Apr-11  22:28 22:49 22:49 0.3s 0 BLM Loss OR04 BLM trips: Autosteered, no dice. Took a little bit bar
‘ 29-Apr-11 29-Apr-11 29-Apr-11 1329 13:47 13:47 0.3 0 Beam Motion 0R04 BLM Trip Investigation: Around 1315, we started
29-Apr-11 29-Apr-11 29-Apr-11 144 1527 18:27 067 0 No Problem Found 1L02 Out of High Volts: 1500 Called EES RF for assistar
— 1-May-11 1-May-11 1-May-11 7:38 8:01 8:.01 0.38 0 Missing or invalid 1L11 HPA Overload fault: After VBV1L12A was fixed,
Email to management 2-May-11 2-May-11 2-May-11 1455 1508 15:08 0.2 0 Missing or invalid 1L12 recovery: 1L12 was recovered
Post to Board 2-May-11 2-May-11 2May-11  8:04 912 912 113 0 No Problem Found 1L12 Overload fault HPA water leak. RF support , repor
26-Apr-11 26-Apr-11 26-Apr-11 1:19 222 222 1.05 0 BLM Fault adjusting orbit due to 1C12 BLM trips: flattened orbit
28-Apr-11  28-Apr-11 28-Apr-11 20:54  21:04 21:04 0.17 0 Beam Instabiity at SLM  Bypassing 1L12-4: Cavity kept beam loading until SOSing
2-May-11 2-May-11 2-May-11 5:04 6:22 6:22 13 0 Missing or invalid 2L06-1 Comm Fault dropped to idle: Watch dog on ca
) 1-May-11 1-May-11 1-May-11 1955 2024 20:24 0.48 0 Readback Incorrect comm issue (?) on 2L06: entire zone tripped off and
(AL — 30-Apr-11  30-Apr-11 30-Apr-11 1119 1:29 1:29 017 0 Tuning lssues 2L06-7 Stubborn: Started tripping on CWAD faults then
26-Apr-11 26-Apr-11 26-Apr-11  10:36 11:00 11:00 4 0 Vacuum Issues Waveguide Pressure Fault: Inj, NL, SL Dropped to
26-Apr-11 26-Apr-11 26-Apr-11  20:02 20:03 20:03 0.02 0 Separator Insufficient Gradient for  RF separator unstable gradient: Unstable forward
28-Apr-11 28-Apr-11 28-Apr-11 12:30 4:52 4:52 237 0 a21 No Problem Found Access to the SL to make SL21 measurments: As \
— 2-May-11 2-May-11 2-May-11  15:50 16:4 16:40 083 0 104 Missing or invalid CDEV Nameserver not working.: Addtional applicatior
2-May-11 2-May-11 2-May-11 8:45 9:00 9:00 0.25 0 ~North Linac  Error Message LEM Error Message: LEM failed CDEV issue name serv.
Save to M:Drive 1-May-11 1-May-11 1-May-11 423 7:3 7:38 325 0 1L12 VBVAL12A will not open: Looks e the open fimt switc
30-Apr-11 30-Apr-11 30-Apr-11 20:37 20:39 20:39 0.03 0 2122 2122 vacuum valve:
29-Apr-11 29-Apr-11 29-Apr-11  0:35 0:38 0:38 0.05 0 222 Valve Will Not Open QuickPic - VBV2L22A Fault:
28-Apr-11 28-Apr-11 28-Apr-11 6:31 34 6:34 0.0 0 222 Beamiine Valves - can not vbv2L22a:
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Challenges to Tackle

Quality of initial data entered by Operators; ~75% of entries required
review and correction.

Operator perception that data was not being used or useful.

Data correction, report creation, distribution of information a time burden
on Accelerator Operability

Disagreement on how failures were categorized and accounting of
repair/recovery durations

Database data not corrected; feedback mechanism
Accurate data stored on a single spreadsheet

System Owners limited access to data

CHALLENGES
AHEAD
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Change

GOAL: Develop a System Downtime Tracking process that addresses the
previously stated challenges, empowers all stakeholders, and sets the stage
for future development of a reliability focused culture. Provide real-time
system performance data available to any JLab user.

Are you too busy to improve?

.g:? :

Hakan Forss @hakanforss http://hakanforss.wordpress.com

This illustration is inspired by and in part derived from the work by Scott Simmerman, “The
Square Wheels Guy” http://www.performancemanagementcompany.com/
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System Downtime — Present

Fropesed Frocess Imprevements Improved System Downtime Tracking process:

@ Qﬁ e Align information with model database (CED)

ook mesenonne | e ® Develop web database interface (input,
management, and reporting)

: * Develop System Downtime Guidance document

* Train Accelerator Operators, System Owners,

(Lost Time & Histograms
MTTR, MTEF

and Managers

< Downtime Manager

1 G . (Open EventsMEventsw(ReportSW(OperabHity] Login

Reports posted

Choose. Downtime Events

Events from 09-Mar-2013 00:00 to 16-Mar-2015 00:00 {1 - 10 of 786}

To website Type Title Down Duration
15-Mar-2015 1 hour
HLB HPS chicane setup 5329 ‘ 18 minutes
HLA Hall A target change to home and then carbon hole 15411;';1015 14 minutes |
~ 15-Mar-2015 1 hour
2GSk 11:47 ‘ 36 minutes
Present at System owners e
Weekly meeting analyze e
HLA Spectrometer Arm Adjustment s 32,029015 ‘ 312"‘:;::&5&5
.[ ACC Injector and BSY dropped to unresolved state 147’2;75?015 \ 23 minutes \
) P—
& \ HLA Right Spectrometer Arm LCW Leak 147?2:73%015 ‘ 301':;:::&5

Management defines priorities

& allocates resources S 14-Mar-2015 1 hour
ACC MQO1HO3A mismatching after cycling 15:49 28 minutes

y 14-Mar-2015 1 hour
HLB Hall B down while working on Hall A optics 11:18 ‘ 52 minutes
f
e HLA Hall A moller quad work MQO1HO02 A 4 hours
| E ! 08:42 26 minutes
p) ittt
Problems resclved & trends broken ACC 2L26-7 14’??,"326015 [ 4 minutes |
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Align Information

7 Non-CED Input
J * Facilities

* Cryogenics
* Experiment
End Stations

v Vv
Model driven e System Downtime Manager
CEBAF * Hot Checkout Tool

* Ops Problem Reports
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Operations Data Input

Add Event «| System failures that interrupt the
CEBAF program (>5 minutes) are
recorded by Accelerator Operators

Observed Explained

Event Information
*Title: ARCe Magnet Power Supply failure

*Type: Accelerator -

Time Up: = Operators record the failure in

“Observed” form; attempt to
*Title: aARCes Magnet Power Supply failure 7| Same as Event Identlfy the Specrflc Component'

*Summary: This power supply has fauited and wil not reset. Each component assigned a

Operator and System Expert troubleshooting. .
System and Category in the CED &
System database

Incident Description

Incident Period
*Time Down: 10-Apr-2015 0%:18 Now |
Time Up: : Now | * . . .
Designates a required field.
Incident Cause Considerable effort taken to
Category: - rerby Cetegonisystem automate data entry. Auto
System: -
*Component: AR<:| -] Created menus, autO |Ogb00k
) restetiog | ARCHA ‘ _ || entries, and auto-fill by selection
ARCSA ; !

limit time/effort required

ARCBA
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Data Management

Event: Failure resulting in disruption to - memsemmme s cotsmm o s
the scheduled program. “Events” are erjerleT=
overarching as Accelerator, Hall A, B, C, or S5 =ps  ewge epme ewme JE
D events. ’ : R |

Incident(s): Capture of a system or
component failure. “Incidents” reside . [
within “Events” and occur independent of | ==|=
each other. Multiple system failures are
recorded in parallel.

Incident Closed: System owners have | - |EEERe T
repaired hardware and turned system R e
over to Accelerator Operators.

Duration: Category:
1 hour 26 minutes Cold RF
Time Down: System:.

1 Cryom

Time Up: Component:
08-Mar-2015 11:51 | 2122

Event Closed: Accelerator Operators have

restored the accelerator to the scheduled | oifsmr  |meen | [sen ==

Time Up: Component:
-Mar-201

program. lg
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Data Management

- Downtime Manager Edit Incident
[Opan EuantsMEvants] Trips [REDOI"’ES][ODEFEbI“ty] Help rmichaud (| Logo
- Observed Explained
Choose... Downtime Events P
[ AgdEven | Resolution

Events from 10-Jan-2014 00:00 to 16-Mar-2015 00:00 {1 - 10 of 761} Solution: BCM fault due to IOC issue resulted in PSS A

Duration Chain trip. I0OC reboot, fault cleared.

Type Title
HLE HFS chicane setup 53120 l_ligu ‘ .
||||||| tes Repalred By: Ops S5G
HLA  Hall A target change to home and then carbon hole 15-I\]r-13a:r;2;015 | milil.?tes |
ACC 95 blm trips 15_T?-:2“-015 ! I;(;ur ‘
- minutes
T .
I w0 7| | Accelerator Operability reviews
! minutes
. . ~ .
P—— entries daily (~ 15 minutes per day)
= ACC Injector and BSY dropped to unresolved state 23:54 | minutes |

Closed by: Anthony, David [anthany)

- | Benefits:

15-Mar-2015 15-Mar-2015 15-Mar-2015

| Add Incident | | Edit Event | | Delete Event |

Timeline

(Time Down)
14-Mar-2015 14-Mar-2015
23:54 23:58
T

-Mar-2015
00:03 00:07 00:12 00117
T

| [ riecor s v aroped o ivesdved e | e Reduction of ~ 8 hours per week
/ in data management time

Description Period Cause Log Entries . -
_ st | categor e Database data is reviewed and
njecydr and BSY dropped to unresolved state 23 minutes P33 3325435
ary: Time Down: System: " AddLog |
SY BCM B A chain tripped 14-Mar-2015 23:54 | PSS BCMs Entry" CO r re Ct
Time Up: Component:
15-Mar-2015 00:17 | SBC2C04 ~ 0 . . .. .
« ~20% of entries require editing

Accelerator Crew Chiefs review entries (down from 75% and improving!)

created on their shift for accuracy (~ 5 Data is on the web in real time —
minutes per shift) transparency of information

d A Jefferson Lab




Reporting & Monitoring

The ‘Reports’ section allows users to produce quick, custom histograms for any
range of dates and times. This method allows easy application of the Pareto
Principle; about 80% of the effects (system downtime) come from about 20% of

potential causes (system components). Assists in Root Cause Analysis assignments.

Category Downtime Fall saremn System Downtime Full Sereen Component Downtime
| Incident Downtime (Hours) by Component from 01-Oct-2014 07:00 to 16-Mar-2015 07:00

i i _Oct- - . Mar- - Accelerator Inci
Accelerator Incident Downtime (Hours) by Category from 01-Oct-2014 07:00 to 16-Mar-2015 07:00 ?:::;S':r:"e";;:"jd::)t Downtime (Hours) by System from 01-Oct-2014 07:00 to 16-Mar-2015 07:00 fc Cryomodules (Beam Transport excluded)

Transport excluded)

0
o 20 40 60 80 100 120 140 160 @
RF Cavities
Cryo

Magnets

Unknovwn/Missing

Gun/Laser

Reports generated for:
* Downtime Hours
 Number of Incidents
* Mean Time to Repair

Beam Dumps

Diagnostics
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Reporting & Monitoring

Weekly presented Accelerator Repair Report. Management level summary of the
week’s activities. Daily data monitoring allows this report to be automated.
Accelerator System Repair Report

Duration

(Hours)

February 17 - 24, 2015

System and
Component

3.9

2.4

1.5

0.8

0.7

Chopper 1X

Gun HV PS trip - FSD fault
w/PSS drop

1L22-2 Waveguide Vacuum

iocsel4 preventing FOPT use

PSS tripped off - INJ/NL

Amplifier failure; replaced.

Keithly meter for the Gun
High Voltage supply was not
communicating with the
softIOC.

Cavity bypassed to resume
ORFP.

iocseld for FFB was rebooted
to allow for FOPT.

Cause not determined.
Additional data being
gathered; ongoing
investigation.

Warm RF;
Chopperl

[OCs; iocin3

Waveguide
SRF; 1L22-2-
WG

[OCs; iocsel4

Access
Controls;
North Linac
Access
Controls

Incidents
Last 4 Repaired By
Weeks
1 RF
1 Low Level
Apps; Gun
1 Ops
1 Ops
4 Ops

3.1

12 Other Incidents

12.4

Total System Repair Time

0.7
MTTR
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Reporting & Monitoring

Monitoring of System Performance

30

Sched u |e { Commissioning Run HHoliday X Run X Holiday, Maintenance X Run }

Hours
=
o
Number of Incidents

7 Day

DATE
Downtime (HRS/DAY)  =====7D MAVG Incident Rate ~ =——7D MAVG

Overall Accelerator Monitoring: Downtime and Incident 7 day moving averages

.!efferson Lab



Continuous Development

Improve electronic log (ELOG) linking capability to the specific Downtime
entry — assist in quick root cause analysis and post mortem investigations.
Improve database granularity of some system components to expand
tracking.

Redesign Beam Time Accounting and Scheduling methods that would
interface with the System Downtime Manager software; allow for real time
tracking and automation of Mean Time Between Failure metrics.

Use data for more in-depth analysis; Reliability Modeling, Risk Analysis, and
Spare’s Inventory.

Continue to improve our culture and focus on System Reliability and System
Performance Monitoring.

If interested, JLab Software Group may release a version of the System
Downtime Manager web interface code for use by others.
rmichaud@jlab.org
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Close

Special thanks to the following:

Ryan Slominski — Lead Software Developer
Accelerator Operators
System Owners

CED Development Group
ARW 2015 Participants

Thank You!
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Backup Slides
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Backup Slide - Software

* Written in Java

 Hosted in a VMWare environment

e Data is stored in an Oracle database

e Data is published to other applications
(logbook) via REST web service
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