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• Experimental, computational, and theoretical  
nuclear physics 

• Continuous Electron Beam Accelerator Facility 
(CEBAF) 

• 12 GeV, 2 superconducting LINACs, 5.5 Passes,  
4 Experimental Halls, CW duty factor 
 

JLAB: 

CEBAF 



The purpose of recording system failure events, referred to as ‘System Downtime’ 
events, is: 

• Gather statistics concerning system and equipment failures that can be 
analyzed.   

• From the analysis, better decisions can be made to allocate resources and 
investigate changes in equipment maintenance, selection, or design. 

• Upgrade components to improve individual systems availability, influencing 
overall accelerator availability.  

 
Make the machine run better. 

 
 



• Beam Time Accounting is tracked for the accelerator program and 
delivered beam time; CEBAF ‘Timesheet.’ 

 

• System Downtime is tracked for any system failure(s) that impact the 
scheduled accelerator program. Concurrent failures are tracked 
simultaneously to monitor individual system health. 
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Accelerator Operability:  Tracking System 
Downtime since 1998 
• Operator entry form; static menus 
• Data stored in an Oracle database 
• Weekly, data was downloaded into Excel; 

Entries reviewed  and correctly categorized 
• Weekly “Lost Time Report” created and 

presented at scheduling meeting 
• Downtime Master Spreadsheet maintained 

with corrected downtime data 

Downtime Master Spreadsheet 



• Quality of initial data entered by Operators; ~75% of entries required 
review and correction. 

• Operator perception that data was not being used or useful. 

• Data correction, report creation, distribution of information a time burden 
on Accelerator Operability 

• Disagreement on how failures were categorized and accounting of 
repair/recovery durations 

• Database data not corrected; feedback mechanism 

• Accurate data stored on a single spreadsheet 

• System Owners limited access to data 



GOAL: Develop a System Downtime Tracking process that addresses the 
previously stated challenges, empowers all stakeholders, and sets the stage 
for future development of a reliability focused culture.  Provide real-time 
system performance data available to any JLab user. 



Improved System Downtime Tracking process: 

• Align  information with model database (CED) 
• Develop web database interface (input, 

management, and reporting) 
• Develop System Downtime Guidance document 
• Train Accelerator Operators, System Owners, 

and Managers 
 



CEBAF Element 
Database (CED) 

Model driven 
CEBAF 

System Database 

• System Downtime Manager 
• Hot Checkout Tool 
• Ops Problem Reports 

Non-CED Input  
• Facilities 
• Cryogenics 
• Experiment 

End Stations 



System failures that interrupt the 
CEBAF program (>5 minutes) are 
recorded by Accelerator Operators 

Operators record the failure in 
“Observed” form; attempt to 
identify the specific component.  
Each component assigned a 
System and Category in the CED & 
System database 

* Designates a required field.  
Considerable effort taken to 
automate data entry.  Auto 
created menus, auto logbook 
entries, and auto-fill by selection 
limit time/effort required 



Event:  Failure resulting in disruption to 
the scheduled program.  “Events” are 
overarching as Accelerator, Hall A, B, C, or 
D events.    
 
Incident(s):  Capture of a system or 
component failure.  “Incidents” reside 
within “Events” and occur independent of 
each other.  Multiple system failures are 
recorded in parallel. 
 
Incident Closed: System owners have 
repaired hardware and turned system 
over to Accelerator Operators. 
 
Event Closed: Accelerator Operators have 
restored the accelerator to the scheduled 
program. 



Accelerator Crew Chiefs review entries 
created on their shift for accuracy (~ 5 
minutes per shift) 

Accelerator Operability reviews 
entries daily (~ 15 minutes per day) 
 
Benefits:  
• Reduction of ~ 8 hours per week 

in data management time 
• Database data is reviewed and 

correct 
• ~ 20% of entries require editing 

(down  from 75% and improving!) 
• Data is on the web in real time – 

transparency of information 
 
 



The ‘Reports’ section allows users to produce quick, custom histograms for any 
range of dates and times.  This method allows easy application of the Pareto 
Principle; about 80% of the effects (system downtime) come from about 20% of 
potential causes (system components).   Assists in Root Cause Analysis assignments. 

Reports generated for: 
• Downtime Hours 
• Number of Incidents 
• Mean Time to Repair 

 



Weekly presented Accelerator Repair Report.  Management level summary of the 
week’s activities.  Daily data monitoring  allows this report to be automated. 



Overall Accelerator Monitoring: Downtime and Incident 7 day moving averages 

Schedule 

7 Day 



• Improve electronic log (ELOG) linking capability to the specific Downtime 
entry – assist in quick root cause analysis and post mortem investigations. 

• Improve database granularity of some system components to expand 
tracking. 

• Redesign Beam Time Accounting and Scheduling methods that would 
interface with the System Downtime Manager software; allow for real time 
tracking  and automation of Mean Time Between Failure metrics. 

• Use data for more in-depth analysis; Reliability Modeling, Risk Analysis, and 
Spare’s Inventory. 

• Continue to improve our culture and focus on System Reliability and System 
Performance Monitoring. 
 

 
If interested, JLab Software Group may release a version of the System 

Downtime Manager web interface code for use by others. 
rmichaud@jlab.org 
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• Written in Java 
• Hosted in a VMWare environment 
• Data is stored in an Oracle database 
• Data is published to other applications 

(logbook) via REST web service 


