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first…. CERN? 
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Founded in 1954 
Funded by the European Union 

20 Member States 

8 Observer States and Organisations 

35 Non-Member States 

…Japan, Russia, USA… 580 Institutes World Wide 
2500 Staff 

8000 Visiting Scientists …Australia, Canada, New Zealand… 

…most of the EU… 

European Centre for Nuclear Research 

Conseil Européen pour la Recherche Nucléaire 

Pure Science – Particle Physics 

1. Pushing the boundaries of research, physics beyond the standard model. 
2. Advancing frontiers of technology. 

3. Forming collaborations through science 
4. Educating the scientists and engineers of tomorrow 
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CERN CERN Accelerator Complex 
Lake Geneva 

Geneva 
Airport 

CERN LAB 1 (Switzerland) 

CERN LAB 2 (France) 

Proton Synchrotron 
(PS) 

Super Proton Synchrotron 
(SPS) 

Large Hadron Collider 
(LHC) 

27km long 
150m underground 
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CERN 
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CERN Accelerator Complex 

Large Hadron Collider 
(LHC) 

Beam-1 Transfer Line (TI2) 

Beam-2 Transfer Line 
(TI8) 

Beam Dumping Systems 

Super Proton Synchrotron 
(SPS) 

100us for one turn,   
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Overview 
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This presentation is a hybrid, covering many topics of the Accelerator Reliability Workshop 

• summary of LHC studies from 2010-2012 

• metrics which emerge from the analysis 

• data and data views which are useful to reveal the true availability 

• ways forward and improvements needed 

four messages from this presentation 

centred around work carried out by the LHC Availability Working Group 

AWG Co-chairs: B. Todd [TE/EPC] & L. Ponce [BE/OP] 
AWG Scientific Secretary: A. Apollonio [TE/MPE] 
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2012 – Availability Working Group Established 

Availability Working Group 
(AWG) 
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Method:         Establish common metrics, 
       Capture information from equipment, 
       Capture information from operation, 
       Analyse with a common base 

Goal:         Improve LHC integrated luminosity via a transverse, strategic view 

Availability Working Group 

13 

Inspired by the Reliability Sub-Working Group ≈2006 (J. Uythoven et al) 
And the AvailSim model:  T. Himmel, M. Ross (SLAC) 

Benefits: • Common basis for reliability analysis 
• Identify strengths and weaknesses in today’s LHC 
• Identify areas to address for the future 

Established:         2012 
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Availability Working Group 
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Dependability
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Operational 
Experience
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Equipment 
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information 
capture 

analysis 

common
definitions
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Availability Working Group 

15 

1) Equipment  
installation time, failure rates and failure modes of equipment 
 
 
 
 

2) Operations 
Events related to availability as seen from the operations viewpoint 
 
 
 
 

3) Consolidated View 
Information from operations and equipment groups combined 

AWG approached the problem from three directions: 

• limited to LHC (black boxes for injectors) 

• excludes beam performance 
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2012 – Availability Working Group Established 

Studies 2010 - 12 
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LHC Cycle 

17 
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LHC Cycle 
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Begin InjectionBegin InjectionBegin Injection

Start Physics

Begin Injection

Start Physics

Begin Injection

Start Physics
Beam Abort
End of Fill

Begin Injection

Start Physics
Beam Abort
End of Fill

Begin Injection

Start Physics
Beam Abort
End of Fill

Pre-injection 

450 GeV 

7 TeV… 
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Begin Injection

Start Physics
Beam Abort
End of Fill

LHC Cycle 
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Physics 

Turnaround 

Recovery 

What is the reason for the Beam Abort / End of Fill? 
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Fault / Event Data Mining 
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Post Mortem : Dump Cause – 2010 
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355 in total 
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Post Mortem : Dump Cause – 2011 
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503 in total 
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Post Mortem : Dump Cause – 2012 
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585 in total 

12.7%  

3.7%  

22.8%  

355  

2010 in green 
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Post Mortem : Dump Cause – 2012 

24 

11 

26 

74 

228 

246 

585 dumps 
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Post Mortem : Dump Cause – 2012 

25 

11 

26 

74 

228 

6 

+ 64 Test 
+ 176 End of Fill 

345 dumps 
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Operations : Lost Physics & Fault Time 

26 

Lost Physics = stable beams cut short 

Fault Time = waiting to re-start 
+ impact on physics: 
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Lost Physics 

27 

Average time in physics when reaching End of Fill = 9 hours … good turnaround = 3 hours 

if fill did not have 9 hours stable beams : dump cause is assigned up to 3 hours lost physics 

Lost Physics = stable beams cut short by faults 

Begin InjectionBegin Injection

Start Physics

= Lost Physics
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Mean Stable Beams 9 Hours @ End of Fill 

28 
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Operations : Lost Physics per Cause 
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345 causes = 812h = 34 days  

812 hours lost physics 

Better metric = luminosity impact … 
A. Apollonio – HL LHC 
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Fault Time 

30 

Fault Time = time to repair a faulty system 

Beam Abort

Begin InjectionBegin Injection

Start Physics Start Physics

Cause X FAULT

F

F

Cause Y

Cause Z

Fault Time X

Fault Time Y

Fault Time Z
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Operations : Fault Time per Cause 
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1524 hours = 64 days = fault time 
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Operations : Lost Physics + Fault Time 
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812 hours = 34 days = lost physics 
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Operations : Lost Physics + Fault Time 
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812 hours = 34 days = lost physics 
1524 hours = 64 days = fault time 
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2010 – 2012: Conclusions 

34 

2. information capture should be easier and rigorous… 
 e.g. eLogbook: tracking and understanding faults is inconsistent. 
 + is it the central place to store fault information? 

1. Availability should be objective… 
 + We need some metrics and rules… 

4. Information analysis should be easier… 
 + better tools needed 
 + Simple, easy to use, make benefits obvious 

3. Dealing with parallel / hidden / dependent faults should be built in… 
 + find one fault, fix it, find another, fix it, … etc… 
 + Is there a way to better predict this? Big Sister? LASER? DIAMON? 
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2012 – Availability Working Group Established 

Steps to Improve the Situation… 
Defining (Useful) Metrics 
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Begin Injection

Start Physics
Beam Abort
End of Fill

LHC Cycle 

36 

Physics 

Turnaround 

Recovery 
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Real Metric – Integrated Luminosity 

37 
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integrated luminosity is a function of… 

1. time colliding physics beams 
2. turnaround between successive physics beams 

3. time to clear faults 
4. physics performance during colliding beams 

machine understanding 
& operator skill 

What is meant by 
“availability” 
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luminosity

These are not independent variables 
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2012 – Availability Working Group Established 

Steps to Improve the Situation… 
Data Concepts – Availability Matrix 
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meshes with Maintenance Management Project … 
e.g. Information capture & analysis techniques 

LHC Availability 

39 

Availability = Reliability + Maintenance… Availability Matrix… 
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Analysis shown for the LHC Beam Interlock System [B. Todd et al.] 
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Availability Matrix 

40 

2012 = 7 systems, >250 faults, ≈36 failure modes, >360h repair time 

BLM 

QPS 

• In all failure cases it takes expert help to diagnose the problem. 

• Impact on physics is not clear … Need to fold in operation 

• Access time and call-out-time not consistently registered between systems 

Analysis shown for the LHC Machine Protection System [B. Todd et al.] 
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2012 – Availability Working Group Established 

Steps to Improve the Situation… 
Data Concepts – Cardiogram 
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Model

Equipment 
Experience

Operational 
Experience

Dependability
Metrics

Strengths & 
Weaknesses

Modify X 
= Change Y

information 
capture 

analysis 

common
definitions

Initial Idea 

42 

no uniform approach, cannot consolidate data = LHC needs a new approach post LS1 
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2012 – Parallel Faults 

43 

≈½ have >1 cause 
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2012 – Parallel Faults 

44 

Fault Time = time to repair a faulty system 

Beam Abort

Begin InjectionBegin Injection

Start Physics Start Physics

Cause X FAULT

F

F

Cause Y

Cause Z

Fault Time X

Fault Time Y

Fault Time Z

Cause X FAULT

F

F

Cause Y

Cause Z

Fault Time X

Fault Time Y

Fault Time Z

cause given full fault time, even if it is shared: not fair representation 

an example of overlapping faults… 
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2012 – Parallel Faults 

45 

Visualisation of Events of 15th – 16th August 2012 

Beam Abort

1
LHC %

Ready

Degraded

Faulty

Availability
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Beam Abort

1
LHC %

Ready

Degraded
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Availability

P1Power
Converter

%

2012 – Parallel Faults 
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Visualisation of Events of 15th – 16th August 2012 
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2012 – Parallel Faults 
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Visualisation of Events of 15th – 16th August 2012 
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2012 – Parallel Faults 
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Visualisation of Events of 15th – 16th August 2012 
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2012 – Parallel Faults 
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Visualisation of Events of 15th – 16th August 2012 

OP “e-logbook” 

PC Logbook 

QPS Logbook 

PC 
view 

QPS 
view 

OP 
view 

Impact on 
machine 

+ 

+ 
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An LHC Fault Tracker 

50 
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Summary: March 2013 
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energy 

beam-1 intensity 
beam-2 intensity 

stable beams = producing physics 

post-mortem = beam dump 

faults recorded 
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2012 – Availability Working Group Established 

Conclusions 
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2010-2013 

53 

2013: AWG shifted focus to specify tools for coherent fault tracking 
 
• Studied 2010-12 fault and event recordings  
• Surveyed key users 
• Wrote a complete specification for what is needed 
• Proposed a tool by extension of the eLogbook to get prototype ready by LHC restart 

 
Accelerator Fault Tracker (AFT) 

 
 

2012: AWG attempted to objectively study LHC availability 

Aiming to solve the biggest problem = data collection and uniformity! 



CERN 

benjamin.todd@cern.ch Converter Control Electronics 

Equipment

equipment tool

piquet 
&

experts

interface eLogbook

Operations 

operators

fault information

Post-mortemTIMBER

reports & views

spreadsheet

2012 - Fault / Event Information 

54 

for each  
equipment group 



CERN 

benjamin.todd@cern.ch Converter Control Electronics 55 

AFT - Needs 
1. Common Data Format 

a common set of fields to describe faults / events: 

2. Information Interpretation 

Interpreters to convert information from equipment logs to the common format 

3. Viewing and Reporting 

• Outstanding Faults List 
All faults which are active at a requested moment in time 

• Availability Tracking 
system / sub-system availability shown across a defined time frame 

• Availability Matrices 
For systems completing “failure-mode” the availability matrices drawn on the fly 

• Cardiogram 
The most interesting view… 
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AFT - Fault / Event Information 
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fault / event 
entry

piquet 
&

experts

operators

eLogbook
interface

LSAT tool

Post-mortem TIMBER

eLogbook

Fault / Event Information 

57 

2. Information Interpretation 

1. Common Data Format 

3. Viewing and Reporting 
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fault / event 
entry

piquet 
&

experts

operators

eLogbook
interface

LSAT tool

Post-mortem TIMBER

eLogbook

The Future 

58 

Accelerator Fault Tracker 
Project 

 
BE/CO & BE/OP initiative 

 
Technical Implementation in line with  

MMP/OP/AWG needs 
 

C. Roderick, L. Ponce, I. Laugier et al. 

Availability 
Working Group 

feedback to correct availability data 
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Milestones and Timeline 

2015: 

Every week – manual corroboration of data = operators + experts 
Every Technical Stop – production of availability snapshot 
…Evian 2015 – review of whole year’s data 

Online tweaking = v2… v3… 

2014: 

Provide updated specification to Fault Tracking Project 
Create viewers (which are now Excel) 
Reverse engineer some 2012 data 

Provide input to help Fault Tracking Project v1… 

AWG goes back to it’s original mandate, making use of fault tracking project data 

2015+: Identification of areas to improve on LHC availability, 

feed-forward and mitigations 

http://aft.cern.ch/ 

http://aft.cern.ch/
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Manual vs AFT Cardiogram 
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2012 – Availability Working Group Established 

Past  Present  Future 
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HL-LHC = Game-Changer 

Run 1 3.5 / 4.0 3.6 x 1033 

Run 2 6.5 / 7.0  ≈1 x 1034 

Run 3 7.0  ≈2 x 1034 

HL-LHC 7.0  ≈5 x 1034 

LHC Era 
Machine 
Energy 
[GeV] 

Peak 
Luminosity  

[cm-2 s-1] 

62 

• levelling means we cannot just increase luminosity 

• over 300 fb-1 per year is needed 

≈30 

≈100 

≈350 

≈3000 

Integrated 
Luminosity  
[cm-2 s-1] 

• availability increases are the main method for achieving physics targets 

• all the while working in higher radiation than today  

<1 

≈10 

≈45 

≈250-1000 

Radiation  
Dose in DS 

[Gy yr-1] 

A. Apollonio and S. Uznanski – this workshop 
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Past  Present  Future 
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Run 1: 

HL-LHC: 

HL-LHC: 

160 days  

25 fb-1 

200 days  

210 fb-1 

260 fb-1 

HL-LHC: 200 days + 20% availability 300 fb-1 

More info A. Apollonio – this workshop 
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2012 – Availability Working Group Established 

Fin… 
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2012 – Availability Working Group Established 

Spare Slides 
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BI Technical Meeting 

Metrics – Run Time 

66 

Definition: annual time allocated to running with beam 
Units: days 
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BI Technical Meeting 

Metrics – Run Time 
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Definition: annual time allocated to running with beam 
Units: days 

trt = 236 days 
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BI Technical Meeting 

Metrics – Scheduled Physics Time 
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Definition: annual time allocated to physics 
Units: days 
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BI Technical Meeting 

Metrics – Scheduled Physics Time 
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Definition: annual time allocated to physics 
Units: days 

tspt = 190.5 days 
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BI Technical Meeting 

Metrics – Physics Efficiency 
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Definition: time with both beams present and stable beams, versus scheduled physics time 
Units: scalar [%] 

73.2 days 

190.5 days 

= Physics Efficiency 

tinphysics tspt 

tinphysics 

tspt 

Physics Efficiency = 38.4% 
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BI Technical Meeting 

Metrics – Machine Availability 
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Definition: time when machine is ready to accept and accelerate beam, versus run time 
Units: scalar [%] 

“without fault preventing operation with beam” 

= Machine Availability 

tinfault 

trt 

trt - 

= 66.7% 

63.5 days 

190.5 days 

190.5 days - 



CERN 

benjamin.todd@cern.ch Converter Control Electronics 

Considering Complexity 
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[10] 

Better metric for complexity… 
TE/MPE & AWG – student 2013 

Can we compare systems by their complexity? 
Asked each system to give “number of hardware signals which can provoke beam abort”… 

Study by A. Apollonio 

System Approximate Number Reference 

RF 800 O. Brunner 

Beam Interlock System 2000 B. Todd 

Cryogenics 3500 S. Claudet 

Quench Protection 14000 R. Denz 

BLM (surveillance of protection function) 18000 C. Zamantzas 

BLM (protection function) 48000 C. Zamantzas 

initial informal attempt: 
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2005 Predictions… 
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2005 – Reliability Sub-Working Group  
Predicted false dumps and safety of Machine Protection System 

safety: no events 
false dumps: used to determine whether predictions were accurate 

Study by A. Apollonio 

System 
Predicted  

2005 
Observed 

2010 
Observed 

2011 
Observed 

2012 

LBDS 6.8 ± 3.6 9 11 4 

BIS 0.5 ± 0.5 2 1 0 

BLM 17.0 ± 4.0 0 4 15 

PIC 1.5 ± 1.2 2 5 0 

QPS 15.8 ± 3.9 24 48 56 

SIS - 4 2 4 

[11] 

radiation induced effects are included in the figures above 
false dumps – in line with expectations… 

safety –therefore in line with expectations…  if ratio false dumps to safety is ok. 
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2005 Predictions… 
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2005 – Reliability Sub-Working Group  
Predicted false dumps and safety of Machine Protection System 

safety: no events 
false dumps: used to determine whether predictions were accurate 

Study by A. Apollonio 

radiation induced effects are included in the figures above 
false dumps – in line with expectations… 

safety –therefore in line with expectations…  if ratio false dumps to safety is ok. 

System 
Predicted  

2005 
Observed 

2010 
Observed 

2011 
Observed 

2012 

LBDS 6.8 ± 3.6 9 11 4 

BIS 0.5 ± 0.5 2 1 0 

BLM 17.0 ± 4.0 0 4 15 

PIC 1.5 ± 1.2 2 5 0 

QPS 15.8 ± 3.9 24 48 56 

SIS - 4 2 4 

[11] 
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But… 
+ a power converter availability is not the same weighting as a cryo-plant 
+ one size fits all rules mean that nobody gets a proper fit 
+ better to have classes of systems which more-or-less fit together 

Availability should be objective… 
 + We need metrics and rules… 
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HL-LHC 
≈50% fills reach end of fill 
<2h to repair each fault 
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The Near Future 

HL-LHC 

Beyond 

2012 – extremely good availability 

DWS – summary 

• LHC operating point below LHCs design values, giving a higher operating margin. 
• Equipment experts being aware of their availability limitations and optimising accordingly. 

+ Several open issues raised, outstanding from run one 

• Impossible to accurately assess availability 
+ Need a tool to correlate operations with equipment, and corroborate values 

+ MMP & Issues Management & AWG need to work more closely together 

+ someone in BE/OP needs to have a role coordinating availability work 

+ AWG should act as a central point for analysis of data 

• To reach 300fb-1, HL-LHC needs availability which far exceeds even 2012 
• All the easy steps have been taken, the next ones need large investment 

+ create an HL-LHC workpackage for availability 

• Even bigger machines = even more important  
+ grow a core competency of reliable design at CERN 

https://indico.cern.ch/materialDisplay.py?materialId=1&confId=277684
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AWG Membership Domains 

B. Todd / L. Ponce – co-chairs A. Apollonio – scientific secretary 

M. Zerlauth / R. Schmidt / J. Wenninger (MPP interface) 

 

Interlocks  Controls  Radio Frequency  
Cryogenics  Operations  Collimators  

Powering  Electrical Services  Industrial Controls  
Quench Protection  Cooling and Ventilation  Beam Transfer  

    Beam Instrumentation  
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Power
Interlock

Controllers

Beam
Interlock
System

Beam 
Dumping 
System

Quench Protection System

Power Converters

Cryogenics Auxiliary Controllers

Warm Magnets

Experiments

Access System

Beam Loss Monitors (Arc)

Collimation System

Radio Frequency System

Injection Systems

Vacuum System

Access System

Beam Interlock System

Control System

Essential Controllers

General Emergency Stop

Uninterruptible Supplies

Discharge Circuits

Beam Loss Monitors (Aperture)

Beam Position Monitor

Beam Lifetime Monitor

Fast Magnet Current Changes

Beam Television

Control Room

Software Interlock System

Timing
System

Post Mortem

Safe Machine Parameters


